
Both humans and models have 

higher performance on segments 

than on phosphenes. 

Human performance 

scales log-linearly.
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RGB Contours

Phosphenes Segments

• 4 image types: RGB, 

Contours, Phosphenes, 

Segments3.

• A wide range of 

element densities.

Humans group. elements together to 

perceive objects.1

Are current DNNs able to recognize objects 

that require grouping? 

Do models exhibit contour integration like 

humans?

Contour integration is highly directional in mammals2

– our dataset captures this effect by using lines and 

phosphenes.

We tested 50 humans and over 1,000 vision DNNs on 

our dataset.
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• 𝑁 = 50 subjects total.

• Subjects were split into two groups of 

25 subjects, each performing either 

the phosphene or segment task.

• All subjects saw Contour and RGB 

images.

𝑵𝒛𝒆𝒓𝒐−𝒔𝒉𝒐𝒕 = 𝟔𝟐𝟏

Models perform worse for 

any image fragmentation.

chance

We trained ResNet-18 models on 

fragmented versions of ImageNet. They 

reach higher shape bias than models 

trained on Stylized ImageNet4.

Training dataset size is the 

strongest predictive variable 

for performance.

Architecture is largely 

unimportant for 

performance.

Contour integration 

strongly correlates 

with performance   

(𝒓 = 𝟎. 𝟔𝟗𝟒). 

Models learn contour 

integration to cope with 

complex and varied 

images.

The more contour 

integration models 

have, the more robust 

they are (ImageNet-C).
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• A total of 1,038 DNNs.

• Model responses were 

obtained in two ways: 

zero-shot, as well as by 

fitting a decoder.

ZERO-SHOT

DECODER-FIT

1000-d 12-d

mapping

N-d 12-d

fit decoder

ImageNet labels are mapped to our 12-AFC task 

labels using a WordNet SynSet mapping4. 

The penultimate layer activations to 120 novel 

samples (10 per class) are used to fit a linear decoder.


