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RGB Contours

Phosphenes Segments

Original full color RGB 

images as a control.

Canny edge filtered images 

with continuous contours.

Gaussian blobs placed 

along the contours.

Directional segments placed 

along the contours.

…BUT MODEL AND TRAINING 

DATASET SIZE STRONGLY 

PREDICT PERFORMANCE

• 4 image types: RGB, 

Contours, Phosphenes, 

Segments2.

• A wide range of 

element densities.

Humans perform visual grouping to group object 

parts across the entire visual field1.

Are current DNNs able to recognize objects that 

require grouping? 

Which variables predict their alignment to humans?

Using a new task, we map out the range of human 

performance from near-chance to ceiling.

We contrast this with the entire range of extant DNN

models, from tiny (mini-ResNet) to huge (GPT-4o).

16% 21% 27% 35% 59% 77% 100%

GLASS HALF FULL?

A t-test for the difference of 

means showed that both 

models and humans exhibit a 

preference for segments over 

phosphenes, with a similar 

effect size (d=1.96; d=1.66).

DNNs perform worse…
but exhibit the same segment 

preference.

MODEL AND DATA SCALING 

PREDICT ALIGNMENT
Training dataset size (unique images)

• A total of 985 unique

model architecture-

training dataset pairs. 

• Model responses were 

obtained in two ways: 

zero-shot, as well as by 

fitting a decoder.

𝑵𝒅𝒆𝒄𝒐𝒅𝒆𝒓−𝒇𝒊𝒕 = 𝟓𝟎𝟒
𝑵 = 𝟓𝟎

When prompted zero-shot, DNNs fail to capture 

the human slope (𝑝 < 10−100).

This demonstrates a DNN failure to integrate 

visual elements across object discontinuities.

DNNs fail on average.

TWO VIEWS ON RESULTS

The best open-source DNN (ConvNeXt)

surpasses the worst human on average. 

GPT-4o is nearly indistinguishable from the 

human average, though its model and 

training details are unknown.

Some DNNs approach humans.

View 1: View 2:

ZERO-SHOT

DECODER-FIT

1000-d 12-d

mapping

N-d 12-d

fit decoder

If a model is capable of outputting ImageNet labels, 

we map them to our 12-AFC task labels using a 

WordNet SynSet mapping3. 

We extract the penultimate layer activations of the 

model and use 120 novel samples (10 per class) to fit 

a linear decoder on the model activations.

FIXATION

200ms

200ms

500ms

Until 

response

• 𝑁 = 50 subjects total.

• Subjects were split into two groups of 

25 subjects, each performing either the 

phosphene task or the segment task.

• All subjects saw Contour and RGB 

images.

1K 1M 1B 3.6B

GPT-4o (unknown training dataset 

size and compute)

𝑵𝒛𝒆𝒓𝒐−𝒔𝒉𝒐𝒕 = 𝟑𝟔𝟗

𝑮𝑷𝑻 − 𝟒𝒐

Model compute (FLOPs) per image

ZERO-SHOT MODELS DECODER-FIT MODELS

Log-regression from FLOPs and training 

dataset size to accuracy 𝑅2 = 0.366*

Log-regression from FLOPs and training 

dataset size to accuracy 𝑅2 = 0.654*

GPT-4o


